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Vaggos Approximation Algorithms
NP-Hard algorithms , polynomial timeswhere not known

theoretical
We do a presentation , read papers ,

and this is or as

Aproximating efficient values

class is reading papers , examining problems, presenting

Approximate solution for drive to 35.
Shulet BFS is a Sin.

Given G (V
,Esw ApainB

wo a what does this men . W meas wight

Dijkstra generalizes BFS V = #vertices
,
MEHedr

(n)

I- Olmlogn)
3 properties I if n m the 4= (m)

① ② ⑨
Polynomial Time , computes optimal solution , Always cormet
↳ "efficient algorithm" Om) , 0lnz) , nlogn , ns not z"or n

You can relax all 3 properties.
like1- slight exponential time: 1.37 a c 21

For 2 - maybe approximate the optimal solution,

APX -> 120 , opt : 100



One method for apX/opt = 1
.2

the multiplicitive factor appx : apx 1x(Opt)
↳ common ↳ multiplicitive Faster

& additie factor appx :
apx =opt + Be additive factor

↳ not scalar , not popular

③ Relaxes the probability of being correct. Related tomnalysis like

worst-case (0(n))
any goph

↳ Dijkstra VG <Olmloyn)
But most places care for specific, not generic, instances ,

Average case analysis , on random graphs .
(heads or tails on each

nodeledge existing) , a (V , E , W) . Cryptography looks at average case,

↓ many algorithms care about this

(social network) B

Some situations have high clustering coefficients A
while random graphs are 1/2 (heads/tails exists)
How many friends innetworks

,
for best algos, Eldeg) = p(n-1)

This is power scaling , popular will have higher degree
so for some products any or worst case might not be best.

Beyond worst-case analysis (WCA) uses assumptions for inputs
to creating algorithms.



· .Allin put. very badcases (NPhard/complete)

num iReal world input space,typical inputs .

we're using this information for approx· algorithms
These are called planted solutions , likea password to brute force

~ (example)
A popular model is called stochastic block model for community
detection . Can you recour the 2 communities ?

P= friends
soller fans Tennis fans

A

P .gre

-

q

qcP

leffic)
.

Can you recour the communities , and can you do it in polynomiative

G In
,p) ⑭
↳ edgepresent ul probability P

Recorry mums finding all nodes inside A
, and all nodes in B.



Exact recoury would be finding all the people in each

community based on connectins (p= 0.8 , q=0.6)· for example.

(for an outside guessing person in AorB).

Approx recorry of communities would label a subst and find it.
(Xc . 24,

algos exist such that if p-g= X , the can find solution

we went to recour ul bettr probability than 1/2 (112 guess).

What is satisfiability?

3 SAT (X
,

v Yz vXz)1(Xy +xovYq)1 ...

↳ ↑ ↑und

NP-complete., All up-complete are a 3 SAT special case,
vice-rusa

.

Read 1/2 papers ,
write a report , do research.

and present to the class ,
and the a final exam

Lecture 2
.
Out 2nd

Get add code ? Heirarchical clustering .

Beyond WCA? Find partition of datacet into
How does google search work? similar looking data points ,



clustering, Given points S = En , 142 1
... kn3

Find similar points.

Max-cut is a clustering problem. Points have a distance,

separating into 2 groups is based on distance

a (V
,
E

,
w) ①

cut
weight is maximizin the cut of connecting.

I center , I median ,
kmens

, Kshape optimize different
objective functions for slightly different thiss.S

means ~

minimize all points to their center of group
A B

D jDyI D
--

:

·
17-medians puts it closer to most points
1 means cares about distance squared

" :



17 can be any number.

Hierarchical clustering goal is to get hierarchy of data points.
How do you rank nike shoes ? Instead of 4 cluste for
sandals

, running shoes
,
formal

,
kids , etc !like graph partitims,

or kmees) we use hierarchical clustering . 18
↳

-

How do you find the # of clusters effectively
↑ 3 use us 100.

Hierarchical dustents

M : 22
, 1The ,is .... Ran

what do you

O Root do to split

or animis
what objective↓itempres ↓ this effectively ,

or function

Chaving simility
XzX4 Score) .

Q jobjective function) :

cost(i) =max)
i

similaritypila



Eurything is relative to rest of hierarchical , my idean wax

R2
laddis all dissimilarity scars) compared to2e3 .

-> from STOC'16 journal
A good/popur cost function :

penalize if similar things (papers) were separated

carly on the true versus later on the tree.

cost(T) =

Wij I
# data points present when i s got split

↓ 1000

similarity of pair /2000) 200800

split e 200 I

400
200

cost t&Wit (i) 100 "ooki/

fraction of points
similarity present in split

scorepositive)

Two types of clustering algorithms (popularI
- linkage algorithms (single linkage, average linkage,

complete linkage).



All points are separate ,
and merse documents that

are highly similar . Bottom-up approach

- Divisive (top-down) .

Take all points together, and find
the best 'cut'l'split to separate into clusters
I balance- cut

, sparsest-cut) .

Represent 2
as a convex optimization problem

cost(t)=&Wij points present dwins uta
N

setting : G (verticesus=
Find (binary) tree minimize: cost(i) : [WijTrees of

↓
je
-

Tis Wit Penalty

/\T2, 4 Ete ,
S ↳ want the tree as

low as possible why similaritye is high (W).

Tis is the subtre rooted at
the LCA(i . j)



How do we write the objective function as vectors

and use convex optimization relaxation.(continuous optimization
is easier than discrete
optimization) · (T

Convex Relaxations

1) Assign a booken variable for each pair of nodes

Ri ,j
= 30, 13

2)
Lassign Vectors)

All data points are now vectors wl their features

-

Aside: easier example . Variable that says white 2 points

A are separated or not-

⑭ B

Xij = 1
, Xay =I

max-cut maximizes weight of edges cut.
↳ Output is partition to split in 2.

we're given if his split from cut, I if notcuts



This obj function cuts it : I or 1

max &Wi;Mij
Xij = E1, it Splitesplit

assine-x ijtE

my idea to implant a for the main problem

Tij = subtre minimize size 1 E

· similarity Xij =split nosplit

Minimize: Ki ,j · Tij . (1-similarity)I split I
Tij = lowest common ancestorsolution :

Di Lets say here id ; split here!
· we need 1 variable per level
to describe this pair i .j

worst case of binary true is (n-1)in ,
best is log (n) ?

he define level't -> x
Xi

,jt is 50, 13 if
Once 1

is we tostar att

.always11 if split)
Tij = Lovest common Ancester



Lecture
oct 6
late)

Talked about relaxation/NP-hard
Hierarchical clusteric & semi-definite programming,

e2) graphs ul vertices, edos, weights
G (V

, E , w) given this split into L & R so the

edges out between both groups is maximized
R W70

MAX-cut
Given vertix & we know to keep on left or right side.

A : V = 50,13

max E WarGA(u) *A(r)3
u ,VEE

A
↳ what does this d u men ?

y Agoes to left, C&D go left, B on right ulE

· E

We used to use greedy

If all edges are cut,tunpartida tur :& Call separated?)



↳ max function (sum ofall neints)
= 1.

back fun greedy would take Ad go from there

ul opt I'
mu

Eve worst case on any groph would mean

result in a 50% splitrandom split),
&

Bipartide graph splits everything (100%)!
so% of splitting or not cutting,

*
semi-definite programming was to improve the random split

One idea was to rewrite MAX-CUT:

left or right
↓

For every vertex VEV : a variable XvEEO , 13
For every edya eE : Zet 50 , 13

↑cut edge yIN
How to ruite using ↑ weightouty This would

cut everything
max Er Wa

,
v

: Ze Sohe need to
have constraints soU ,V tE ↳ is not = 1

Constraints for partitions:
1) Zur is less than Xut Xv ,

so if both adv



are on the same side then their connection ist cut :

Zur &Xu +Xv X 50, 13

Zur 12-Xu-Xv
interval set.

people thought to solve over (0, 17 instead of E0 , 13
This is called the linear Programs ((P)
4) liner objectives & constraints for optimal solution.

What is relaxation

But be a cut is not Od 1 but can be 0 .7 or 0 .3 the the

solution a weakness : (((R2)
You can set all variables to 0.S call z's to1 (cut)
which gives us the same response for all graphs.

LPs are not useful for MAX-LUT/ this program
Semi Definite

We'll try another formulation to lead us to programming.

V Vertex V encodes left or right.
Discrete

YvtE-1 , 13 4additional variable
Problem

if Sureside cut 1- (- 1) (-1) =

1 - (1)(1) =0 ~ O

max 5 War: & if different sides the
U ,VE 2 1- (1) l -1) = 2

The divide by 2= 1

For every vertex we add a vector ofn dimensions



↳
we allow yu M2 ,but must be unit vector

What is on
14 norm= 1) with constraint:

inner product
- v.n=1

,
YveU Ilyut

max &War .I w
unit vector if

Sarve tun =1,

u,VE if diff = -A

These are SDPs (semi def prog).
Matrix ↑ sent be I

A = X The X is eigen value of is eisen vector
we can rewrite * to find eigen value easily
I see if pos/neg. Gaussion elimination runs in3

forn matrix to find eigenvalues
inner product quickly I see if all are positive.

Aur =Yu'Y ( -,] pos only .

&

Aur must have diagonals (1) & non-reg eigenvalus.
↳something givg us this eff.

V
,V3

A = /Y I I A : Vi . Uj

Vi . U ; This is SDP and
the best approv
existing for max-cut,



anything more proves P=NP

there it is SDP:

"embed"

Put all vertices onto unit sphere of M dimensions
a
V

if weights largeth opposite sides- of sphre , if opposite sides that
Wur 't

Va I a Spli
·

g CVX solur in pyther
↳
on algo : Random hyperplane rounding algorithm

Take a random hyperplace to cut the spire to cut
sphre . With pos or nes norm :

Do ⑳
-I O

an

AlgorithmI ~0 .878(optimal)
This algorithm creates0 .878or better ofoptimal

ez)

i Find Pr(m splits from 1)
↳ (2%360) or Guit

Wur' Eur

Aur from SDP is cos(fuv)SoWurl-cost



Wor< 0 . 878 . (War : As a
Pr(i/i]

Missed lasslast008 13th.

Hierarchical clustering, n= everything (nods)
a (V ,
E

,w) outside

maxWijln-ITil Tij = inside the

Xt
all
Gall physical
X

Compared to Max-cut, allboswhich is how I are separated,
Here HC, everything is eventually split.

What is an indicator function?I

When K is separated from i, j Idolphin, cut, dog)

In-ITii))= &1) Isfirstmisisk)
K+i ,j

maxE3)



Ai
113 13

summation over all weights

rundam= 13 E (n-2)
i

,jet

Using similar method to max-cut SDP method

1) solve SDP for hierarchical clustering.
c) Draw hyprplane turgh origin
3) This beats random

① li Eij Pr(k first separated] =L:
0: Prfi)k]............⑦

#
-Ojk max (Gix ,Ojk) - Eij-

2min

(Eik+Ojk) -Gij
SDP :

T

X max (0ij , Gik) - Gii lit



*iktin)
- Eis (is Prob ofspitaI

Pr[ij)k]= x[likliteN
gotaa

Pr[ikli] =2

by 3 linear system

y +z = Giji

Ng Semi-definite Program :

SDP :

maxE wij(l-Xi]

adges levels whether Xi; separated at
levelt

Xi = 1/2 // vit-v;+ /12
↳
every vertex (i) has n rectors for
each level.



Afte SPP we get n vectors for each verley

for
each size at most+

level t looks 0
like : ⑦

-> all clusters
,
we've cut

at n , we've cut a ton ,
and at I still a

large amount ofgraph isn't split,

A good candidate is 1/2 since we have

already split a good amount who losing structure.

->
level

The taking the 1/2 resulting rector from SDP
,

we run random hyprplace approx - algorithm,

so aftNur look

atitThis results
contr

in an SDP again -

12 11
graph.

This is like 3336 · Opt
still better.

max cutis SDP



may bisect algorithm is an SDP that is

0 .6 · opt . each level needs to have

exactly half and half resulting output of graph .

1) Run SDP 2) hyperplane rounding et = "12

The opt soln is either :
Cont cut more turn

1)Opt& Wij
edges of graph

ijtE
↳ some 80%

or whefor How cat we beat 113 approx ?

Random-2)(Ewis)(-2) v heat optitoCases while opt

in the cury just choose13.

is not laye

2) How about high opt solutions optI(1-2) (n-2)Ewij
i,jEE

The we use what we made?

Lecture out IS



We use objective, SDP, Algos, Geometry, Analysis

Goal is to beat 13 greedy baselines : "13

This soln gets ? 0 . 336 optimal
which proves we can improve.

al , E , w
=0) &Wij(n-(Ti)) 1

~
EqualtoF

E Wis &113k not a leaf of Tij3
ijtE Ktis onlyif k got separated first

:(wij Ek not a kap ofTijB]Yij =gisk
random variable Kfij

S ;ti
Alg ,

11 got separated first) (i
,j ,k) = Pr[is/k] = 13

Random partition recursive



Alg2 SDP first random next

1) solve SDP for hicrachical clasting
↳ gives rectors for all levelsi

2) Look at rectors at 14(2) = t*=1 .

x* = Xijt
*

3 Do the hyperplane rounding for partition (5 ,
5)

) Runrendom always (5)
so SDP/hyprplane first, tun random always(Algi)

is asubroutine to run after. Algz =0.336 opt

Alg ,
? 0.333 opt

Max uncut bisection is a more optimal solution.

We have (spreading) and (monotonility)

Nijt .
IfI , the is separated a level to

leal t has at most clusters of size to

SDP obj : maxWij (l-kit

spreading. Eunt ,it



monotonility: EU Vijte
,
Ut
, kij

*
=1

n

SDPobj:maxEE Wij (l-Rijt)
mu

t: 1 ijtE ↳
Nij=Elvi"-v2

Opis(1-3)niclights (upper bond.Valid

Random
Always = 13 (n-2) [Wij =YW

i ,jtE

so random > OPT
3(1-E , )mini

now why using: SDP -OPT111-E1) w

Analysis: Events to analyze: Eij = i,j togethaft. 1st cut.
understud -> 1st
top cut

? Eijk= i,j ,k togeth aft. cut

Eij)k= ijh togethoff 1stcut
and I separated



curyone remains
toget (top Split if Kisleatoriorjitdidn't cut)Elyiik]=wicPrisk) wij

. Pr[Eij)k]

5
↑Top spit

Inon leaf)

E(yii/k] =

WisPre]+wijp]
prob is not split is ijk + ij)k

So :

Elyii] = & Elliik)= (in-2)Pr[Eij]+kilistkfij

Pr(Ei] =-Gi hyperplane

Rijt = costi
,
the vertices together are

fij. Eacos(l-Es)



min: Pr(Eij(k]
miniGitik
subj to: E LosFikEV-1 ↑Ki

E 100;k * 12
- 1

kfj

-

20-25 min presentations
->

Week 8 or a

10-15 mins technical , start ul introduction to prob.
Don't jump directly into technical specifics·

slides for presentation . Present paper, part of
proof (in a self contrained way).



We have a stochastic model :

ranking, correlation clustering,
hierarchical clustering

~ (l-E) correct
sample 2 items : a ?b ~ was

which is smaller
3 items : (a ,b ,c)> 1-2 right

E (2 wrong ansurs)

For solvingwab, we could
+ 1

set it up as
a
-

--
3

- T

lets setup weighted) directed max-cut :

we will only
Cal about left9 to right edges, Then

b a
include bothwights

Alg: may cut first on ses ,
the random

permutations of s
5

.



Maximize satisfied constraints
is goal, now does WLLR)
get to that!D C
. max # SAT constraints .

+-1
,
and directed,

Beyond
he have a total of m constraints, worst

Case
Ms is satisfiedby first cut (4R)
mu violated by LR W -1+1Mu unaffected

weight oft W(L,R)= Mg- My

Ag= Mst2 Mu

= ms + /2(m-ms-Mr weight ofat
cutin
gro,

= 'km+ 'lms-1 mr =+ W(R)
u

uphard
Problem



opt cut ? median cut = m/2

How about approx alg? G
The graphHotal) hasay

we're doing Max-Cutul Directed nyative nights.

[Apialy)ElSDP+ hyperplan rounding) = 0.818 optimal
· one solution, typically badbut good me

, we can add&a coeff tomak everything positive (nomy weights).
only for regener may cut,
for directed t my↳ El Promo)

.

85) opt

un-
- 6. 13/wil

·if directed fur& (Sp= 0. 878 opt
- 0. 122 /my

- 0 .833opt-0 .143m2

OIMOB 28.6m

um

2



Forfuse

/7) cars aby the eb C encod as :
+ )

Alg should be I3m (random)
w(GR) : 2 ms-mu

Alg= ms+ 1/3(m -ms-mr)

= 113m +13(2ms-mu)

-me
Nor 17 Monday Jian soham , Adi)

~ 20 minutes with slide decks
Draw graphs too

show actual self-contained proofs
How Hard is Inference for Structured Prediction

describe in our own words↳ vaggos's advisor.

Embeddings , preserve comparison.



S(x , y) < -(w ,2) This is
enough .

↓

we can embed points in t IR
&
whe dan

Euclidea norm assumed

11 ... 12 =Fi
Ilea-rlil? 2 :

((x() , = (x) + (x2).=(a) (14(w) - Y(z)/1
↳ ↳1 norm at↳
Conv

. may to write is sign (2).Glo: ↓

d n/zden

(1
,

- 1) · (x , ,Xz)
↳* norm ↳ X - X2

so to preserve data we need minimum /2
dimensions& n max dim.

The # ordinal embeddings is less turn potential things
trying to capturea and less trun 1/2

Terminal embeddings
Lord. embed 1) (VIP)



How do we keep only the important embed. I nodes,

T= Et,te, ... tk3 Terminal nodesy

↳> I terminals

VIT = Er, Ve,
... Un-13

all other nodes
we want to keep T and presume those our VIT.

↳ It ,? ) < (t ? ) We want to compre distances
"my node of this form,

t
,
t'ET

Upper board is K dimensions, tree are our VIP

nodes (lets say K is small)

if anyone is vip,
you need to preserve cury comparison.

-> terminal nocs

How do we price key unheddings : u/L2
↳ by putting each one in its own dimension norm

Idea: Every vertex r( .

,
.

,
·

,
... ) k coordinates

W

each coordinate is dedicated to aterminal node.

terminal 1 : E , 21 , 0 ,
0 ...0

t2 10 ,
1
.,
0 ... 0)



instead of doing 1 do-M /large negative
t

, (-m , 0 ,
0, ... O

+ (0 ,
-M , 0 ,

0 ...8)

Pick M =Kin llage number)

ti= -M, lets say K is pretty small.

t I Dreating embeddings based on 'Runk' of
A

vertex to terminal (1 if closest
,
2 if 2nd)

+2
↓ten vert

=

rank rEt ,r) +31 ,
2, . . ., kom3

specifying order in which distance tor appers
writ oth vertices.

so what is theembedding for a vertex ? (not terminal)

y(v) = (r(t ,, v) ,
r(tc

, v) , . .. rktiv)
compare

:

Pair (t ,r) & (tiv)
↳ 114(4) - Y(ri/ =Er+(temp

~
10 ,0... ,M ,

00 ...]
i=t-



=

Sriv) +2MrItiv) +M2 some

Erli ,v) + 2M . r(tiv) +M2
-

↳Manhatta ->
~↳norm-realidatApplication : Finding ↳ diameterd

ofa get P of points EIR
< X

,,x2,
XnER

&

Find pair p ,q
= P where I/p-q11y= Max Ilp-glly

P,q
Naive is checking all diameters /distece calc :

(dis small ,nisle) Naive : O(n ? ()
-

Better: Oln - d . 2
%) each Fg(p) =5

f(p) =2......
--

, f(p2) = < ....)

? isometry? :

flin) = < J

cours



5 = 3 - 1
,

+ 1.39
I/P-q(ly= ((f(p) - f(q)))x

F(p)= 5. 61 - LA

isometry from L
f(p) =1 ....... ] Look a only I coordinate d

do max minus mind-in...... I compute fr all

Ordinal embedding :

1.
Taking embeddings from I space toanother

while maintaining connections blu noces.

matrix space lauclideandistpace or true space
Let = /(n>, 5) be any matrix space. 4 : phi

We say u : X-> 19 is an ordinal embed, if for

cury 1, y , zeX we have :

· (n,y) < S(z , w) <= ((y(m)- 4(y)(/</Y(w) - u(z)/l



Distortion : if I dist. becomes 17 dist
,
the 17 is distortion

.

I
ordinal relaxation :

Y(x)- Y(y) Derrelaxation of 10 mus

a dist mult. by 10 is still

less than other distric,

y(z)= H(w) the keep & don't mss
it up !↓G(i ,j) <S(k, 1)=(S'(i) <S'214

significantly different distances should bepreserved

some constrainswe > dimensions > "12 for X=[n3,5)

7 & # of ord embed ofa us distinct metrics

(2)

if you go from higher dim to lour, we it x to

be larger to have less constraints

relaxation balances dimensions a points of
comparison.

if X: I then same , highr allows for some info lost.

Theor tradeoffs a used

For every int d, ey int n :

= Matrix space + onn points



thre is a matrix spac'

such that the triplet relaxation

↳ special case (i ,j) vs (i ,1)
of any ordinal embedding of T intoa dimensial colides

"natrix space
Space

is atleast:

oloylogn) + 8 - 1
any embeddin
will have this loss ↳ gettingridofthisis a
'max relaxation: Worst case

bound ,

we unt to

insue this relationship) ·S
in the new Space will

screw up some embedding

How do we prove this ?

1) we need a family of significantly different metrics, spaces
we don't have constraints on close stuff

like wi log(n) or something ?
2) # ord embed

C # family of Sig. diff metrics
of dim d spaces

↑I
A
·-

wirth G ofa graph is shortest cycle ·-
D



# edges in shortst cycle ,
more is 4 . A triogle is 3

.

in a pentagon S-; if it has afringe in itI ... me:
it's important to construct high girth graphs to
solve make this

A B

Deltasestomakea bigfamilyoaa
was 1

,
after edge gone, then g-1-

it doesn't have to be ab it could be X
,%.

we count probability of getting higher girth cycles
after cut . we choose graph to be high girth.

Vertex
nodes, edges

1) Pick high girth graph G(VIE) (viin
high

↳ how dense can you make graph while still being girth.

min'tg g : girth,
E is edes.

100 I Ye 20't'l 1 ↳ shortst cycle.

log n

Pick g : log d + loglogn +8 the /E1316in -d - logn
latleast no log n edges)

id -> &) has nigh girth)



2) subsample edges of G :

~ this Suproperty we're large # N :(4 ,,
32,

... Gm]
making

(*) V hi , hi : ver : EIv)(E(v)Fr(YEa; (v) +0C; aj-
the exists↳ for very pain

what this mens iswhn is U unhappy if vego from Gitosj :

G ; ↑Paj P in hi up is
&

D

v .

q
I V1

. q
in aj Vg is 1.

How many a do we choose? to high is had for
to low doesn't guarantee :

#ord embed family of Sig. diff metrics
of dim d spaces

so we sample 1/2 of each adge hi im is

i
↓ pick N=2

>m

, for b < /2 log
,
"I3

Proof : simplifying assumptions :

1) K- regular graph G

2) independence on v /



-switnesforGibi
Fra

distance (a ,b) < distance Ja , 2)

cmbFe Ira ((F(a) - F(b))) <((F(a) - F(x)))
Lets take case of contrastive triplets. I triplets&lanchor, pos , mes)
constraints :

m triplets of this
Realizable instances : no paradoxes like as baca

↳ Focus on this.

Goal : do thisembedding for all triplets us dim O(tm)
we can always do ul Olm) or O(n) sonowe

ab
-

4

points
1) Construct a graph : Tells how triplets are related to

each other, So if I have the add a point,
&

I ned to ensure constraints are still related.

(a ,b , c) -> embed f(e , g ,
f) points a C



B is fixed ,
sincewe need to ensure points are violated

crealizable instances)·

1) 1122 -> enclidea

&
B undirected & unweighted

1) la ,
b

, 2) to
construct a
~.

L

dependency graph,o , ofa vertices.

Then place in (b)
bc

, bd -
Th place in I

Lad,adges a
IE) =

Im edges minimum

Arboricity of 6 :The of forests in which edges
At
2 Freescan be partitioned .Idensity) .

&Y forestForest-disconnected tree.

if we get arboricity of Memb
=

Example : Tree r =1 (how many trees to overlay

cycle r =2 ( +3
to get) .

The bipartide klick ofHynodes,
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